Robustness tests (on request of referee)

3c.  In addition to defining decision quality as the ratio of expected value to the decision to optimal decision value, it would be interesting to know what fraction of decisions were optimal, versus not.  Given the (apparently) limited variation in the continuous measure of decision quality, it would be useful to see if the figure 3 and table 2 results look similar for a binary measure of quality is used.  This is suggested as a robustness check.
Below is the suggested alternative to figure 3, showing the percentage of choices that is optimal. As before, we only find a significant effect of switching costs (even more significant than before) in the case where there are four policies and profiles change gradually (p<.001). We chose not to report this robustness check in the paper (but do so for the regression, see below).
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As suggested, we also redid the regression analysis of table 2 (now table 3) with the binary quality measure. The tables below compare our original results from table 2 to new results obtained from random effects probit regressions explaining whether or not the optimal policy was chosen. All numbers are marginal effects.
 

Gradual Profile

	Variable
	Tobit
	Probit

	
	Period/10
	−0.037**
	−0.009

	Treatment
	Number policies/10
	−0.037**
	−0.658**

	
	Switching costs/10
	0.023**
	0.124**

	Change in situation
	Change in profile
	−0.025**
	−0.074**

	
	Change in current policy
	−0.022**
	−0.100**

	Personal characteristics
	Inconsistent risk measurement
	0.011
	0.040

	
	Risk attitude
	0.002
	0.011

	
	Female
	−0.010
	−0.039

	
	Age/10
	0.004
	0.008

	
	Studies economics
	0.003
	−0.007

	
	Studies business
	−0.003
	−0.052

	
	Studies psychology
	−0.008
	−0.026

	
	Studies medicine
	0.016
	0.075

	Decision strategy
	Decision time/10
	0.000
	0.013

	
	No information
	0.014*
	0.078*

	
	# premium/10
	0.043**
	0.243**

	
	# Z
	0.000
	0.006

	
	# A
	−0.005*
	−0.012

	
	# B
	0.000
	−0.017

	
	# deductibles
	−0.000
	−0.013

	
	Search direction
	−0.000
	−0.005


Sudden Profile

	Variable
	Tobit
	Probit

	
	Period/10
	−0.067**
	−0.044**

	Treatment
	Number policies/10
	−0.116**
	−0.674**

	
	Switching costs/10
	−0.012
	−0.079

	Change in situation
	Change in profile
	0.024**
	−0.019

	
	Change in current policy
	−0.038**
	−0.118**

	Personal characteristics
	Inconsistent risk measurement
	−0.098**
	−0.347**

	
	Risk attitude
	−0.011**
	−0.039**

	
	Female
	−0.024
	−0.072

	
	Age/10
	−0.009
	−0.007

	
	Studies economics
	−0.001
	−0.010

	
	Studies business
	−0.009
	−0.061

	
	Studies psychology
	−0.024
	−0.098

	
	Studies medicine
	−0.001
	−0.079

	Decision strategy
	Decision time/10
	0.000
	−0.000

	
	No information
	0.012
	0.045

	
	# premium/10
	0.004*
	0.029**

	
	# Z
	0.001
	−0.012

	
	# A
	0.004
	−0.004

	
	# B
	−0.001
	0.015

	
	# deductibles
	−0.002
	0.002

	
	Search direction
	0.000
	−0.002


The results strongly support the robustness of our results. Of course, the marginal effects differ quantitatively as a consequence of the distinct dependent variables (relative quality vs. probability of optimal quality). In terms of statistical significance (and the sign of significant effects), there is only one difference across the two models, however. This is that a sudden change in profile has a significantly positive impact on the relative quality but an insignificantly negative impact on the probability of choosing optimally. This may imply that subjects who tend to choose optimally are less affected by such changes than others. Though interesting, we feel that this finding is insufficient to warrant adding these new regressions to the paper. We have added footnote 24 (page 17) to point the reader to these alternative specifications and have made the regressions available online. 
4.  Please provide some justification as to how the values for switching costs and information costs were set.  What was the rationale for setting both so low?
Information costs are very low but not zero because zero cost would diminish the usefulness of the information (see footnote 10) while high information costs would change the character of the problem too much. It seems to us that in insurance choice outside of the laboratory the larger part of decision costs will be related to processing information, not so much to gathering information. We have added two sentences to footnote 8 (now footnote 10) along these lines.
Switching costs are either 0 or 10 points. The effect of very high (prohibitive) costs is quite predictable and in our view not very interesting. As indicated on page 6-7, we compare low to no switching costs to challenge the common belief of many policy makers that lowering the switching costs will always increase efficiency. We have added the penultimate sentence of the sub section ‘Switching costs’ to better explain this.

5. The authors should consider the use of random effects models and random effects tobit models in particular carefully.  Random effects models require strong assumptions about the disturbance term, and it is standard to conduct a Hausman test to support the choice of random effects over fixed effects models.  In the case of random effects tobit models, it is important to test the sensitivity of the results to differences in the quadrature approach used in the estimation.   Was this done? In light of these concerns, what is the justification for random effects over OLS models with standard errors clustered by subject, and are the results sensitive to the specification?  This would be another useful robustness check.

We did indeed test the sensitivity of our results to differences in the quadrature approach. All differences are smaller than 10-6, so we can safely assume that the choice of quadrature points does not affect our results in the tobit and probit regressions. We apologize for not reporting this in the original version. It is now mentioned in the notes to tables 2 and 3 (now tables 3 and 4). 

As for the Hausman test, it does not seem directly applicable to our regressions. For this test, one would need to compare the Random Effects model to a Fixed Effects model but estimates in the latter may be biased in our models. To avoid this complication, we followed your advice and compared our results to a standard OLS model with clustered errors. The tables below compare the results to our original findings in the two regressions (now tables 3 and 4). It turns out that the results are almost identical. All of the important qualitative conclusions are robust to the estimation method.
 In the paper, for explaining the relative quality of the decision we prefer to use the tobit model because of the censored data. For explaining switches, we prefer to use the probit model because of the binary nature of the dependent variable. We have added footnotes 23 and 24 in which we note the robustness with respect to the OLS model with clustered errors. We also provide the results of these alternative regressions online. Of course, we would be happy to add the OLS results to the paper if you wish.

5a: Related to the regressions: The authors could report marginal effects instead of coefficients, along with dependent variable means, in order to assess the magnitude of the estimated effects.

We have done as suggested. Tables 2 and 3 (now 3 and 4) report the marginal effects. These are also included in the final columns of the tables below. 
Table 2: Gradual Profile

	Variable (mean)
	RE-Tobit 
	OLS-clustered
	Marginal effect

	
	Period/10 (2.05)
	(0.075 (17.0)**
	−0.066 (8.31)**
	−0.037

	Treatment
	Number policies/10 (0.68)
	(0.074 (3.10)**
	−0.055 (2.94)**
	−0.037

	
	Switching costs/10 (0.50)
	0.047 (3.44)**
	0.044 (3.95)**
	0.023

	Change in

 situation
	Change in profile (0.53)
	(0.051 (6.64)**
	−0.043 (5.32)**
	−0.025

	
	Change in current policy (0.26)
	(0.043 (4.57)**
	−0.027 (2.88)**
	−0.022

	Personal characte-ristics
	Inconsistent risk measurement (0.03)
	0.023 (0.49)
	0.018 (0.66)
	0.011

	
	Risk attitude (4.88)
	0.005 (1.07)
	0.005 (1.49)
	0.002

	
	Female (0.39)
	(0.019 (1.23)
	−0.017 (1.13)
	−0.010

	
	Age/10 (2.18)
	0.008 (0.31)
	0.007 (0.26)
	0.004

	
	Studies economics (0.25)
	0.005 (0.26)
	0.010 (0.59)
	0.003

	
	Studies business (0.33)
	(0.007 (0.33)
	−0.001 (0.08)
	−0.003

	
	Studies psychology (0.11)
	(0.016 (0.57)
	−0.012 (0.51)
	−0.008

	
	Studies medicine (0.14)
	0.034 (1.39)
	0.031 (1.43)
	0.016

	Decision strategy
	Decision time/10  (2.04)
	0.000 (0.10)
	0.000 (0.93)
	0.000

	
	No information (0.41)
	0.029 (2.53)*
	0.024 (2.16)*
	0.014

	
	# premium/10 (0.21)
	0.086 (3.77)**
	0.087 (3.24)**
	0.043

	
	# Z (0.56)
	0.001 (0.11)
	0.000 (0.05)
	0.000

	
	# A (0.51)
	(0.009 (2.16)*
	−0.011 (2.22)*
	−0.005

	
	# B (0.98)
	0.001 (0.30)
	−0.000 (0.15)
	0.000

	
	# deductibles (0.95)
	(0.001 (0.22)
	−0.000 (0.14)
	−0.000

	
	Search direction (1.12)
	(0.001 (0.75)
	−0.001 (1.00)
	−0.000

	
	Constant
	1.066 (15.8)**
	1.010 (14.9)**
	---

	
	(
	0.067
	---
	---


Table 3: Gradual Profile

	Variable (mean)
	RE-Probit 
	OLS-clustered
	Marginal effect

	
	Period/10 (2.05)
	0.032 (0.86)
	0.009 (0.70)
	0.011

	Treatment
	Number policies/10 (0.68)
	0.642 (3.42)**
	0.212 (3.76)**
	0.228

	
	Switching costs/10 (0.50)
	−0.627 (5.73)**
	−0.197 (5.64)**
	−0.223

	Change in

 situation
	Change in profile (0.53)
	0.013 (0.20)
	−0.002 (0.09)
	0.005

	
	Change in current policy (0.26)
	1.226 (16.6)**
	0.406 (11.7)**
	0.436

	Personal characte-ristics
	Inconsistent risk measurement (0.03)
	−0.265 (0.70)
	−0.099 (1.48)
	−0.088

	
	Risk attitude (4.88)
	−0.063 (1.80)
	−0.021 (2.26)*
	−0.022

	
	Female (0.39)
	0.079 (0.63)
	0.024 (0.57)
	0.028

	
	Age/10 (2.18)
	−0.246 (1.11)
	−0.082 (1.21)
	−0.087

	
	Studies economics (0.25)
	0.148 (0.86)
	0.052 (1.16)
	0.053

	
	Studies business (0.33)
	0.125 (0.79)
	0.041 (0.93)
	0.045

	
	Studies psychology (0.11)
	0.475 (2.15)*
	0.158 (2.19)*
	0.180

	
	Studies medicine (0.14)
	−0.175 (0.90)
	−0.052 (0.89)
	−0.060

	
	Constant
	−0.284 (0.52)
	0.413 (2.77)**
	---

	
	(
	0.098
	---
	---


Table 2: Sudden Profile

	Variable
	RE-Tobit 
	OLS-clustered
	Marginal effect

	
	Period/10 (2.05)
	(0.141 (21.8)**
	−0.116 (10.9)**
	−0.067

	Treatment
	Number policies/10 (0.68)
	(0.246 (5.54)**
	−0.164 (4.78)**
	−0.116

	
	Switching costs/10 (0.49)
	(0.026 (1.10)
	−0.014 (0.77)
	−0.012

	Change in

 situation
	Change in profile (0.33)
	0.052 (4.43)**
	0.025 (3.32)**
	0.024

	
	Change in current policy (0.26)
	(0.077 (5.62)**
	−0.101 (7.61)**
	−0.038

	Personal characte-ristics
	Inconsistent risk measurement (0.07)
	(0.177 (2.82)**
	−0.115 (2.30)*
	−0.098

	
	Risk attitude (5.07)
	(0.022 (3.05)**
	−0.015 (2.93)**
	−0.011

	
	Female (0.39)
	(0.051 (1.74)
	−0.040 (1.84)
	−0.024

	
	Age/10 (2.14)
	(0.018 (0.36)
	−0.021 (0.61)
	−0.009

	
	Studies economics (0.23) 
	(0.002 (0.06)
	−0.013 (0.48)
	−0.001

	
	Studies business (0.31)
	(0.019(0.54)
	−0.017 (0.66)
	−0.009

	
	Studies psychology (0.13)
	(0.049 (1.11)
	−0.043 (1.45)
	−0.024

	
	Studies medicine (0.10)
	(0.002 (0.05)
	0.001 (0.03)
	−0.001

	Decision strategy
	Decision time/10 (2.30)
	0.001 (0.29)
	−0.000 (0.09)
	0.000

	
	No information (0.49)
	0.026 (1.38)
	0.020 (1.14)
	0.012

	
	# premium/10 (0.20)
	0.089 (2.39)*
	0.007 (2.04)*
	0.004

	
	# Z (0.72)
	0.002 (0.74)
	0.001 (0.22)
	0.001

	
	# A (0.90)
	0.008 (1.68)
	0.015 (3.67)**
	0.004

	
	# B (0.98)
	(0.002 (0.37)
	−0.000 (0.08)
	−0.001

	
	# deductibles (0.95)
	(0.004 (0.81)
	0.001 (0.18)
	−0.002

	
	Search direction (0.78)
	0.000 (0.29)
	−0.001 (0.83)
	0.000

	
	Constant
	1.521 (12.0)**
	1.337 (16.1)
	---

	
	(
	0.121
	---
	---


Table 3: Sudden Profile

	Variable
	RE-Tobit 
	OLS-clustered
	Marginal effect

	
	Period/10 (2.05)
	0.061 (1.67)
	0.019 (1.37)
	0.021

	Treatment
	Number policies/10 (0.68)
	0.575 (2.45)*
	0.173 (2.84)**
	0.201

	
	Switching costs/10 (0.49)
	−0.590 (4.55)**
	−0.180 (4.68)**
	−0.205

	Change in

 situation
	Change in profile (0.33)
	0.211 (3.10)**
	0.060 (3.05)**
	0.074

	
	Change in current policy (0.26)
	1.307 (18.2)**
	0.417 (11.1)**
	0.477

	Personal characte-ristics
	Inconsistent risk measurement (0.07)
	-0.036 (0.11)
	0.007 (0.08)
	−0.012

	
	Risk attitude (5.07)
	-0.001 (0.03)
	0.001 (0.06)
	−0.000

	
	Female (0.39)
	0.274 (1.74)
	0.088 (2.21)*
	0.096

	
	Age/10 (2.14)
	-0.004 (0.15)
	−0.014 (0.19)
	−0.014

	
	Studies economics (0.23) 
	-0.199 (0.97)
	−0.048 (0.83)
	−0.067

	
	Studies business (0.31)
	-0.147 (0.78)
	−0.036 (0.72)
	−0.050

	
	Studies psychology (0.13)
	-0.082 (0.34)
	−0.021 (0.31)
	−0.028

	
	Studies medicine (0.10)
	-0.048 (0.19)
	0.005 (0.05)
	−0.016

	
	Constant
	-1.075 (1.57)
	0.153 (0.80)
	---

	
	(
	0.173
	---
	---


6. Using the data from the Holt and Laury instrument, the authors classify those who switch more than once as risk neutral (p. 12).  A better approach is to widen the interval of the risk preference parameters (see Harrison et al.  2007). It is also recommended that any subjects who choose the safe decision in round 10 be excluded from the analysis.
First we note that there was an error in our original report of the distribution of risk preferences (page 13), for which we apologize. We have corrected the numbers. Fortunately, the analyses using risk preferences were not affected by this error. 

We appreciate that there are various ways in which one can categorize those that switch more than once. For our purposes it does not seem to matter much. Only 6 of our subjects switched more than once (we originally reported 8) and 4 of these switched more than twice (making it difficult to allocate them by widening the interval). Moreover only three subjects chose the safe decision in round 10. Given that (as motivated in the paper) we end up using the expected value and not expected utility (for which we would need to use the measured risk attitude) we did not redo all of our analysis with the alternative classification that you suggest. As reported in the original paper, we did redo the analysis excluding these subjects (cf. footnote 20), and this does not affect our conclusions. We have extended footnote 20 with a brief discussion of these issues. 

6a The authors note that the explanatory variable "risk attitude" used in the regression models is defined as the Holt and Laury risk measure,  - but this could be more specific. Holt and Laury provide a range of possible r-values based on the number of safe choices. Which value in the range do the authors choose?  Do they get the same results with a series of dummy variables for risk aversion and risk preferring, relative to risk neutral?

Instead of using a value for the r-value in the regressions, we have simply used the number of the choice option where the subject switched. Our results are robust to alternatives. For example, if we use dummies for risk avers and risk loving subjects (as you suggest), we obtain the results below (copied from Stata output). Table numbers refer to the new version. Note that the coefficient for the dummy variable representing risk loving subjects (given in bold) is negative and statistically significant at the 5%-level in both models when changes are gradual. Though interesting in itself, this does not affect any of the main conclusions in our paper. We have added a discussion of this result in footnotes 24 and 27.

Table 3: Gradual Profile

	Perc potential earnings
	Coef.
	Std. Err.
	z
	P>|z|
	[95%
Conf.
Interval]

	Period/10
	-.0074837
	.0004395
	-17.03
	0.000
	-.0083452
	-.0066223

	Number policies/10
	-.0072765
	.0023573
	-3.09
	0.002
	-.0118967
	-.0026562

	Switching costs/10
	.0044101
	.00133
	3.32
	0.001
	.0018035
	.0070168

	Change in profile
	-.0509499
	.0076548
	-6.66
	0.000
	-.0659531
	-.0359467

	Change in current policy
	-.0433389
	.009434
	-4.59
	0.000
	-.0618293
	-.0248486

	Inconsistent risk measurement
	-.0162512
	.0417394
	-0.39
	0.697
	-.098059
	.0655566

	Riskaverse
	-.0195795
	.0164646
	-1.19
	0.234
	-.0518495
	.0126906

	Risklove
	-.0544279
	.0231486
	-2.35
	0.019
	-.0997982
	-.0090575

	Female
	-.0277315
	.0157389
	-1.76
	0.078
	-.0585791
	.0031162

	Age/10
	.0013653
	.0026804
	0.51
	0.611
	-.0038883
	.0066189

	Studies economics
	-.0006249
	.0208437
	-0.03
	0.976
	-.0414777
	.0402279

	Studies business
	-.0078426
	.0192152
	-0.41
	0.683
	-.0455037
	.0298184

	Studies psychology
	-.0133991
	.0267701
	-0.50
	0.617
	-.0658675
	.0390692

	Studies medicine
	.0311755
	.0236009
	1.32
	0.187
	-.0150813
	.0774324

	Decision time/10
	.0000189
	.0002227
	0.08
	0.932
	-.0004176
	.0004553

	No information
	.0288935
	.011611
	2.49
	0.013
	.0061364
	.0516507

	# premium/10
	.0083857
	.0022884
	3.66
	0.000
	.0039006
	.0128709

	# Z
	.000525
	.0053232
	0.10
	0.921
	-.0099082
	.0109583

	# A
	-.0090216
	.0043176
	-2.09
	0.037
	-.0174839
	-.0005593

	# B
	.0012691
	.00303
	0.42
	0.675
	-.0046696
	.0072077

	# deductibles
	-.0008968
	.0029968
	-0.30
	0.765
	-.0067704
	.0049769

	Search direction
	-.0007029
	.0011828
	-0.59
	0.552
	-.0030212
	.0016154

	Constant
	1.103523
	.062251
	17.73
	0.000
	.9815129
	1.225532


Table 4: Gradual Profile

	switching
	Coef.
	Std.Err.
	z
	P>|z|
	[95% Conf. Interval]

	Period/10 (2.05)
	.0032626
	.0036786
	0.89
	0.375
	-.0039473
	.0104726

	Number policies/10 (0.68)
	.0597857
	.018416
	3.25
	0.001
	.0236911
	.0958804

	Switching costs/10 (0.49)
	-.0590288
	.0106347
	-5.55
	0.000
	-.0798725
	-.0381851

	Change in profile (0.33)
	.0127635
	.065409
	0.20
	0.845
	-.1154357
	.1409628

	Change in current policy (0.26)
	1.23013
	.0739921
	16.63
	0.000
	1.085108
	1.375152

	Inconsistent risk measurement
	.2366696
	.3301945
	0.72
	0.474
	-.4104998
	.883839

	Riskaverse
	.2251192
	.1320822
	1.70
	0.088
	-.033757
	.4839955

	Risklove
	.5088356
	.1861119
	2.73
	0.006
	.144063
	.8736083

	Female (0.39)
	.1650956
	.1252074
	1.32
	0.187
	-.0803064
	.4104977

	Age/10 (2.14)
	-.0299723
	.021599
	-1.39
	0.165
	-.0723054
	.0123609

	Studies economics (0.23) 
	.2075604
	.1676413
	1.24
	0.216
	-.1210106
	.5361314

	Studies business (0.31)
	.1314061
	.1533675
	0.86
	0.392
	-.1691886
	.4320009

	Studies psychology (0.13)
	.4585886
	.2145463
	2.14
	0.033
	.0380856
	.8790917

	Studies medicine (0.10)
	-.1460088
	.188608
	-0.77
	0.439
	-.5156737
	.2236561

	Constant
	-.7334545
	.5023503
	-1.46
	0.144
	-1.718043
	.2511339


Table 3: Sudden Profile

	percoptwi
	Coef.
	Std.Err.
	z
	P>|z|
	[95% Conf. Interval]

	Period/10
	-.014143
	.0006483
	-21.82
	0.000
	-.0154137
	-.0128724

	Number policies/10
	-.0235216
	.0046014
	-5.11
	0.000
	-.03254
	-.0145031

	Switching costs/10
	-.0026961
	.0024859
	-1.08
	0.278
	-.0075684
	.0021762

	Change in profile
	.0519285
	.0117168
	4.43
	0.000
	.028964
	.074893

	Change in current policy
	-.0762606
	.0136972
	-5.57
	0.000
	-.1031066
	-.0494146

	Inconsistent risk measurement
	-.089423
	.0594895
	-1.50
	0.133
	-.2060202
	.0271743

	Riskaverse
	-.05056
	.0372894
	-1.36
	0.175
	-.1236459
	.022526

	Risklove
	.0204316
	.0523281
	0.39
	0.696
	-.0821295
	.1229928

	Female
	-.046111
	.0305357
	-1.51
	0.131
	-.1059599
	.0137379

	Age/10
	-.0025117
	.0054475
	-0.46
	0.645
	-.0131886
	.0081652

	Studies economics
	.0067227
	.041882
	0.16
	0.872
	-.0753644
	.0888099

	Studies business
	-.010963
	.0374528
	-0.29
	0.770
	-.0843692
	.0624431

	Studies psychology
	-.0580472
	.047028
	-1.23
	0.217
	-.1502204
	.0341261

	Studies medicine
	.0029983
	.0488692
	0.06
	0.951
	-.0927835
	.0987801

	Decision time/10
	.0000608
	.0002205
	0.28
	0.783
	-.0003715
	.000493

	No information
	.0271768
	.0187238
	1.45
	0.147
	-.0095213
	.0638748

	# premium/10
	.0086905
	.0037193
	2.34
	0.019
	.0014008
	.0159803

	# Z
	.0024229
	.0067088
	0.36
	0.718
	-.0107261
	.0155718

	# A
	.008832
	.0049631
	1.78
	0.075
	-.0008956
	.0185596

	# B
	-.002082
	.0051308
	-0.41
	0.685
	-.0121381
	.0079742

	# deductibles
	-.0038969
	.0047118
	-0.83
	0.408
	-.0131318
	.005338

	Search direction
	.0004335
	.0014776
	0.29
	0.769
	-.0024626
	.0033296

	Constant
	1.433809
	.1313114
	10.92
	0.000
	1.176444
	1.691175


Table 4: Sudden Profile

	switching
	Coef.
	Std.Err.
	z
	P>|z|
	[95% Conf. Interval]

	Period/10 (2.05)
	.0061161
	.0036665
	1.67
	0.095
	-.0010701
	.0133023

	Number policies/10 (0.68)
	.0574743
	.0235859
	2.44
	0.015
	.0112467
	.1037018

	Switching costs/10 (0.49)
	-.0590467
	.0130091
	-4.54
	0.000
	-.0845442
	-.0335493

	Change in profile (0.33)
	.210921
	.0680235
	3.10
	0.002
	.0775974
	.3442447

	Change in current policy (0.26)
	1.307465
	.0719585
	18.17
	0.000
	1.166429
	1.448502

	Inconsistent risk measurement
	-.1059888
	.3109131
	-0.34
	0.733
	-.7153673
	.5033897

	Riskaverse
	-.0680443
	.1935328
	-0.35
	0.725
	-.4473615
	.311273

	Risklove
	-.1931068
	.2719628
	-0.71
	0.478
	-.726144
	.3399304

	Female (0.39)
	.2587725
	.1585501
	1.63
	0.103
	-.05198
	.569525

	Age/10 (2.14)
	-.004551
	.0284401
	-0.16
	0.873
	-.0602925
	.0511905

	Studies economics (0.23) 
	-.2499093
	.2182799
	-1.14
	0.252
	-.67773
	.1779113

	Studies business (0.31)
	-.1729974
	.1949609
	-0.89
	0.375
	-.5551137
	.209119

	Studies psychology (0.13)
	-.124229
	.2436633
	-0.51
	0.610
	-.6018004
	.3533423

	Studies medicine (0.10)
	-.0872853
	.2562062
	-0.34
	0.733
	-.5894403
	.4148697

	Constant
	-.962717
	.6859326
	-1.40
	0.160
	-2.30712
	.3816862


� Compared to our original table, we have rescaled six variables to provide more informative coefficients.


� Three out of the 68 coefficients are significant in the OLS regressions but not in the random effects regressions (the reverse never occurs). In all cases, the coefficients just missed significance in the latter case. None of these cases reflect the main issue under investigation, which is the effect of our treatments.





